Classifying conversational entrainment of speech behavior: An expanded framework and review

Camille J. Wynn*, Stephanie A. Borrie

Department of Communicative Disorders and Deaf Education, Utah State University, Logan, Utah, USA

Abstract

Conversational entrainment, also known as alignment, accommodation, convergence, and coordination, is broadly defined as similarity of communicative behavior between interlocutors. Within current literature, specific terminology, definitions, and measurement approaches are wide-ranging and highly variable. As new ways of measuring and quantifying entrainment are developed and research in this area continues to expand, consistent terminology and a means of organizing entrainment research is critical, affording cohesion and assimilation of knowledge. While systems for categorizing entrainment do exist, these efforts are not entirely comprehensive in that specific measurement approaches often used within entrainment literature cannot be categorized under existing frameworks. The purpose of this review article is twofold: First, we propose an expanded version of an earlier framework which allows for the categorization of all measures of entrainment of speech behaviors and includes refinements, additions, and explanations aimed at improving its clarity and accessibility. Second, we present an extensive literature review, demonstrating how current literature fits into the given framework. We conclude with a discussion of how the proposed entrainment framework presented herein can be used to unify efforts in entrainment research.

© 2022 Published by Elsevier Ltd.

1. Introduction

Conversation is synergistic. The communicative behaviors of interlocutors are coordinated and largely interdependent. One manifestation of this behavioral coordination and interdependence is conversational entrainment. Broadly defined as the similarity of communicative behaviors between conversing interlocutors, entrainment is known by a variety of names including alignment, accommodation, synchrony, convergence, coordination, and adaptation. Specific terms are often tied to particular fields, areas, or theoretical models and are thus different in subtle and nuanced ways. However, the terms are all used to describe, to some degree, the same overarching concept of similar behavior during conversational interactions.

While highly variable and context dependent (e.g., Cai et al., 2021; Dideriksen et al., 2020), entrainment is not restricted to one single aspect of communication. Rather, research has demonstrated its presence in several different areas. For example, entrainment occurs in many elements of speech across articulatory (e.g., articulatory precision), rhythmic (e.g., speech rate), and phonatory (e.g., fundamental frequency) dimensions (e.g., Borrie et al., 2019; Ostrand & Chodroff, 2021; Reichel et al., 2018). It has also been observed in linguistic features within both semantic (e.g., Brennan and Clark, 1996; Suffit et al., 2021) and syntactical domains (e.g., Branigan et al., 2000; Ivanova et al., 2020). Further, entrainment extends to nonverbal aspects of communication such as facial expressions (e.g., Drimalla et al., 2019; McIntosh, 2006), gestures (e.g., Holler & Wilkin, 2011; Louwerse et al., 2012) and body position and posture (e.g., Paxton & Dale, 2017; Shockley et al., 2003).

Given its seeming ubiquity, the question arises as to why entrainment occurs so pervasively in communication. Different theoretical models offer different perspectives. The Interactive Alignment Model, for instance, posits entrainment as a largely automatic process achieved through “primitive and resource-free priming mechanism” (Pickering & Garrod, 2004, p. 172). Through this mechanism, conversational partners are able to adopt shared linguistic representations, reducing the cognitive load necessary for both speech production and comprehension. Contrastingly, the Communication Accommodation Theory suggests that communication is not simply a channel for...
information exchange, but a fundamental component of interpersonal relationships. According to this theory, interlocutors seek to gain approval from their conversation partner by becoming more similar to them. Thus, entrainment fulfills the need for “social integration or identification with another” (Giles et al., 1991, p. 18). While the exact mechanisms underlying entrainment are not yet clear, there is strong evidence to suggest that entrainment is a productive and useful phenomenon. For example, entrainment has been linked with greater relationship stability (Ireland et al., 2011), higher levels of cooperation (Manson et al., 2013), and better performance on collaborative goal-directed communication tasks (e.g., Borrie et al., 2019; Reitter & Moore, 2014). Further, interlocutors who exhibit high levels of entrainment are rated by their conversation partner as being more competent, persuasive, and likable than those with low levels of entrainment (Bailenson & Yee, 2005; Chartrand & Bargh, 1999; Schweitzer et al., 2017). Even studies relying on simulated interactions, where confounding factors are eliminated, have shown that entrainment is a beneficial and useful aspect of communication (Miles et al., 2009; Polyanskaya et al., 2019).

In this paper, we focus specifically on speech entrainment, which we define as the interdependent similarity of speech behaviors between interlocutors. Within this realm, similarity of interlocutor behavior may be interpreted in several different ways. It is not surprising, therefore, that specific definitions and measurement approaches used in entrainment research are extensive. A review of the literature suggests that entrainment may, in actuality, be best conceptualized as a broad umbrella term, encompassing distinct variants of similar behavior between interlocutors. Yet, within existing literature, principle differences are often overlooked or unacknowledged. Even in cases where researchers have differentiated between types of entrainment, inconsistent terminology across studies makes it challenging to assimilate knowledge. In some instances, different terms are used to represent the same type of entrainment. For example, while relying on a similar analysis to quantify entrainment, Abney et al., (2014) used the term behavioral matching while Perez and colleagues (2016) used the term synchrony. In other cases, the same term is used to represent different concepts. The term convergence, for instance, is often interchanged with entrainment, representing the idea of general adaptation during conversation (e.g., Pardo et al., 2018), but is also used to denote a very specific type of entrainment (i.e., an increase in similarity over time; e.g., Edlund et al., 2009). As research in this area continues to grow, the adoption of a consistent system for organizing entrainment across research teams and studies would ensure greater cohesion and integration of knowledge.

In the field of computer science, a system for classifying speech entrainment was introduced by Levitan and Hirschberg (2011), and further described in Levitan’s doctoral dissertation (2014). This framework offers a valuable way of organizing different types of entrainment, and is foundational for the work described herein. However, at present, it has not been widely adopted, particularly in areas outside of computer science. One potential reason that this may be the case is that the organizational structure of this framework is not entirely comprehensive in that specific measurement approaches currently used in entrainment literature cannot be categorized. That is, there are existing measures that do not fit within any of the existing categories as they are presently defined (e.g., Abel & Babel, 2017; Borrie et al., 2020b; Schweitzer & Lewandowski, 2013). Additionally, definitions are, at times, ambiguous and difficult to navigate (i.e., definitions are often brief, not operational, and/or lack necessary distinctions, explanations, and examples). Thus, understanding and utilizing this framework when using analyses that differ from the analyses used by Levitan and colleagues can be challenging. This is particularly true for researchers in fields where entrainment is a relatively novel area of study (e.g., clinical fields of study) and terminology and measurement approaches may be unfamiliar.

The purpose of this paper is two-fold: First, we advance an expanded version of the framework presented by Levitan and Hirschberg (2011) and Levitan (2014), with adjustments and additions aimed at increasing its clarity and accessibility. Second, we present an extensive literature review demonstrating how studies examining speech entrainment, which currently employ a range of different terminology, operational definitions, and measurement approaches, fit into the given framework. Through these aims, we offer five specific contributions: (1) a more comprehensive framework that allows for the categorization of all measures of speech entrainment; (2) a clear, well-defined set of terminology, with some definitions adopted from Levitan and colleagues (2011; 2014), and others containing variations, refinements, and/or expansions that provide added specificity and clarity; (3) clarifying explanations of various aspects of the framework to account for the nuanced differences between differing measurement approaches; (4) a demonstration of how various measurement approaches fit into the given framework with examples from current literature; and (5) a discussion of how this entrainment framework can be used to unify efforts in entrainment research.

2. Entrainment classification framework

Levitan & Hirschberg’s original framework (2011), includes five types of entrainment (global similarity, global convergence, local similarity, synchrony, and local convergence) divided by two classification factors (local vs. global and similarity vs. synchrony vs. convergence). Drawing upon questions raised in Levitan’s dissertation (2014), we propose an expanded framework that includes eight entrainment types categorized by three dichotomous classification factors as illustrated in Fig. 1: the class of entrainment (i.e., synchrony or proximity), the temporal level of entrainment (i.e., global or local), and the dynamicty of entrainment (i.e., static or dynamic). We describe this framework below. To assist with our explanations of each entrainment subtype, we draw upon literature of speech entrainment in embodied face-face conversations and provide explicit examples using speech rate. However, we note that this framework may be applied to any speech feature and extends beyond naturalistic conversations, to include measurement of entrainment in more controlled methodologi-
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1 While the term acoustic-prosodic entrainment is used by Levitan and Hirschberg (2011) and is common throughout the literature, we have opted to use the term speech entrainment. This decision was made to account for all dimensions of speech (i.e., articulation and phonation in addition to prosody) as well as both acoustic and perceptual measures of entrainment.
cal paradigms (see Wynn & Borrie, 2020, for a review of different entrainment methodologies).

2.1. Entrainment class

The first classification factor relates to the class of entrainment. Past research has employed several different systems to categorize entrainment class. Some researchers have focused on entrainment outcomes in their classification systems. For example, Street (1982) classified entrainment as either full or partial, depending on the degree to which interlocutors aligned their behavior with one another. Giles and colleagues (1991) noted that entrainment can be classified as symmetric if entrainment is mutual across both interlocutors and asymmetric if only one interlocutor entrains to the other. Other researchers have categorized entrainment based on the way in which it is measured. In their seminal work, Edlund et al., (2009) classified entrainment into two broad categories: synchrony, defined as “similarity in relative values” (p. 2779), and convergence, defined as “two parameters becoming more similar” (p. 2779). Levitan and Hirschberg (2011; see also Levitan, 2014) subsequently added an additional measure, proximity, defined as the “similarity of a feature over the entire conversation” (p. 3801). This terminology has been used across several studies (e.g., Reichel et al., 2018; Weise et al., 2019; Xia et al., 2014). We agree with the distinction between proximity and synchrony, and note that the operational definitions of these terms provided here are similar to those found in Levitan (2014). However, we advance that convergence should be considered a subtype of proximity, and that in order to make this framework more comprehensive, a similar subtype of synchrony should be included. Accordingly, we categorize entrainment class into measures of proximity and synchrony and leave the discussion of convergence to the Entrainment dynamicity section (i.e., 2.3) below.

Proximity is operationally defined here as similarity of speech features between interlocutors. For example, if both interlocutors used a similarly fast speech rate, the conversation would be characterized by high levels of proximity. In contrast, if one interlocutor used a fast speech rate and the other used a much slower speech rate, the conversation would be characterized by low levels of proximity. Several statistical methods have been used to quantify proximity in spoken dialogue. Often, researchers rely on objective measures, comparing acoustic feature values of interlocutors to one another. For example, researchers often compute absolute difference scores between the speech features of interlocutors and use them to compare differences between real data and sham data (e.g., Ostrand & Chodroff, 2021). Sometimes, these studies compare the differences between the features of two in-conversation interlocutors to differences between non-conversation interlocutors (i.e., speakers who did not converse with one another; e.g., Levitan et al., 2012; Reichel et al., 2018; Patel et al., 2022). Others examine differences between interlocutors on adjacent turns compared to nonadjacent turns (e.g., Levitan & Hirschberg, 2011; Lubold & Pon-Barry, 2014). Cohen Priva and Sanker (2019) introduced a different approach termed linear combination. In this approach, the overall degree of similarity between the speech features of two interlocutors is determined by comparing an interlocutor’s speech features during a conversation to their own baseline speech features and the baseline features of their conversation partner using linear mixed effect models. Other studies still have advanced more complex measures such as cross-recurrence quantification analysis (CRQA), a technique that quantifies how often and for how long the speech features of interlocutors visit similar states (e.g., Borrie et al., 2019; Duran & Fusaroli, 2017, Fusaroli & Tylén, 2016). In another line of research, studies rely on perceptual measures, utilizing naïve listeners who judge the similarity of speech features between interlocutors. One common perceptual approach relies on AXB perceptual tests (e.g., Aguilar et al., 2016, Pardo et al., 2018). In these approaches, listeners compare audio samples of words/phrases produced by one interlocutor.

Fig. 1. Comprehensive framework for classifying conversational entrainment which includes three dichotomous classification factors used to categorize eight entrainment types.
to samples of words/phrases produced by their conversation partner both within and outside of the conversation. Proximity is then operationalized as the degree to which speech features within the conversation were evaluated as sounding more similar than samples outside the conversation. Perceptual measures may also involve ratings of similarity between interlocutors’ speech features on a Likert scale. Ratings of utterances near the beginning of the conversation are then compared to the end of the conversation to see if interlocutors became more similar across the conversation (e.g., Abel & Babel, 2017).

Synchrony is operationally defined here as similarity in movement (i.e., direction and magnitude of change) of speech features between interlocutors, regardless of the actual raw feature values of each interlocutor. Put another way, when two interlocutors are engaging in synchronous entrainment, they alter their speech features in parallel with one another (i.e., at a similar rate). For example, two interlocutors may have very dissimilar speech rates. However, as one interlocutor increases their rate of speech, the other may increase as well. Thus, though the interlocutors have low levels of proximity, they are moving in parallel with one another, indicating high levels of synchrony. Several statistical methods have been used to quantify synchrony in spoken dialogue. Most commonly, synchrony has been measured as the correlation coefficients between the speech features of two interlocutors during a sequence of time points within a conversation (e.g., Borrie et al., 2015; Ko et al., 2016). A high degree of correlation reflects a high degree of similarity in the movement of speech features between interlocutors. Sometimes cross correlation is used (e.g., Abney et al., 2014; Pardo et al., 2010) to compare the speech features at one time point to the values of multiple time points throughout the conversation. Other researchers have employed multi-level modeling to evaluate if one interlocutor’s speech features are predictive of the features of their conversational partner on adjacent speaking turns (i.e., if they are moving in tandem with one another; Michalsky et al., 2016; Seid et al., 2018; Wynn et al., 2022). Yet another approach measures synchrony using the square of correlation coefficients, mutual information, and mean of spectral coherence to determine the dependency of the feature values of conversing interlocutors (e.g., Lee et al., 2010). In their evaluation of synchrony, Reichel and colleagues (2018) compared the distance between one interlocutor’s speech feature value to their mean and the other interlocutor’s speech feature value to their mean. Speech was determined to exhibit synchrony if conversation partners were similar distances apart from their respective means, indicating parallel movement.

Regardless of the type of statistical method employed, the overarching principle is the same: proximity reflects similarity of speech features between interlocutors while synchrony reflects the similarity in the movement of these features between interlocutors. There are a couple of items to note regarding entrainment class. First, we acknowledge the use of terminology in previous literature denoting a phenomenon that directly contrasts synchrony and proximity. Terms such as anti-synchrony, anti-synchrony, disentrainment, and complementary entrainment have all been used to describe the tendency for individuals to change their speech in a direction that moves away from, rather than towards, their partner (Beňuš, 2014a; De Looze & Rauzy, 2011; Levitan, 2014; Pérez et al., 2016). While we recognize that such patterns do exist within conversation, we do not see a need to provide separate categorization for such states within the current framework. Rather, we consider the degree of entrainment to occur along a continuum across both proximity and synchrony measures. Within the realm of proximity, the degree of similarity may range from high levels of proximity (i.e., speech feature values are close together) to low levels of proximity (i.e., speech feature values are far apart). While levels of synchrony may also range from high (i.e., high positive correlation) to low (i.e., low positive correlation), there is the additional possibility of negative correlation which would indicate negative synchrony. Therefore, within the synchrony categorization, the continuum ranges from high levels of positive synchrony to high levels of negative synchrony. As an additional note, it is important to recognize that proximity and synchrony do not necessarily co-occur within a conversation, a characteristic also noted by Levitan (2014). For example, two interlocutors may have very similar speech feature values as one another (i.e., a high degree of proximity). However, despite this similarity, they may alter their speech patterns in different ways during the conversation (i.e., a low degree of synchrony). An example of this concept is presented in Fig. 2.

### 2.2. Entrainment level

The second classification factor relates to the level of entrainment, referring to the temporal interval at which entrainment is measured. Previous literature has discussed entrainment level (e.g., Brennan & Clark, 1996; Cappella, 1996; Niederhoffer & Pennebaker, 2002), often noting differences between local entrainment (along a relatively small timescale) and global entrainment (along a relatively large timescale) and Levitan and colleagues (2011, 2014) introduced and further conceptualized these concepts in speech research in their initial framework. While we support the use of this classification factor, we see two challenges brought about by the way it is currently used across various studies. The first concern is that current definitions do not always encompass the entire range of intervals at which entrainment may be measured. For example, local entrainment is commonly defined as entrainment occurring at turn-exchanges and global entrainment as occurring across the entire conversation (e.g., Beňuš, 2014b; Levitan and Hirschberg, 2011). However, such definitions do not allow measurements taken at time points between these two extremes (e.g., across minutes of a conversation; Pardo et al., 2010) to be classified. Additionally, definitions used across the literature are inconsistent and, at times, contradict one another. For example, Weise et al., (2019) define local entrainment as occurring specifically at the level of inter-pausal units (i.e., pause-free units of speech from a single interlocutor; IPUs). Contrastingly, Levitan (2014), uses a more
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2 It is important to note that correlation analyses may be used for proximity measures as well as synchrony measures. The key difference is that measures of synchrony utilize correlations between specific feature values within a conversation, thus measuring similarity of movement of interlocutors throughout the conversation. Contrastingly, measures of proximity utilize correlations between mean feature values across conversations. Thus correlations are being used to measure similarity between features values, compared to the feature values of other interlocutors in other conversations.
wide-ranging definition, describing local entrainment as “alignment between interlocutors that occurs within a conversation” (p. 22). Reichel and colleagues (2018) provide yet another definition, noting that local entrainment must occur not only at the turn level but that there must be greater similarity between adjacent compared to nonadjacent turns. Given the range of descriptions, more consistent and inclusive definitions of local and global measurement are warranted.

Local entrainment is operationally defined here as similarity that occurs between units equal to or smaller than adjacent turns. Drawing once again on our example of speech rate, measures of local entrainment might include a comparison between the speech rate of an interlocutor on a given turn and the speech rate of their conversational partner in their subsequent turn. Within this definition, measures of local entrainment are relatively straightforward. Speech features are generally compared between adjacent turns or adjacent IPUs (e.g., Schweitzer, Walsh, & Schweitzer, 2017; Willi et al., 2018).

Global entrainment is operationally defined here as similarity that occurs across any time scale greater than adjacent turns. For example, a measure of global entrainment might compare the mean speech rate of one interlocutor to the mean speech rate of their conversational partner across the entire conversation. Put another way, in contrast to local entrainment, global entrainment introduces the concept of lag: that an interlocutor may be influenced by their conversation partner, but may not entrain to their immediate productions, instead aligning to the acoustic features of previous, non-adjacent turns. Not surprisingly, measures of global entrainment are more varied and often more complicated than measures of local entrainment. One common measurement approach has been to take the mean value for a given speech feature across an entire conversation (e.g., Cohen Priva & Sanker, 2018; Sawyer et al., 2017). Global entrainment, however, is not limited to this type of measure. For example, some studies have divided the conversation into equal sections (e.g., Gregory et al., 1997; Savino et al., 2018; Lehnert-LeHouillier, Terrazas, Sandoval, & Boren, 2020) and calculated the mean feature value of each section. Others have found the mean feature values across a specific unit of time (e.g., minutes; Pardo et al., 2010, Gordon et al., 2015). A more complex way to capture global entrainment uses time-aligned moving averages (TAMA; e.g., De Looze et al., 2014; Kousidis et al., 2009; Ochi et al., 2019). This method involves analyzing speech segments of overlapping windows of predetermined, fixed lengths. Doing this allows for a smoother contour than local measures while still detecting behavioral modifications throughout the conversation that can be washed out in larger-scale measures.

There are a couple important ideas to note about entrainment level. First, global entrainment may include measures from individual turns (e.g., Reichel et al., 2018) or even smaller

Fig. 2. Schematic of various combinations of high and low proximity and synchrony.
units such as phrases (e.g., Kim et al., 2011) and even phenomena (e.g., Lelong & Bailly, 2011). Key is that in all of these instances the comparisons are not necessarily between units in adjacent utterances. For example, in their measure of global entrainment, Reichel and colleagues (2018) compared the distance between values of two random turns in a conversation to the distance between values of two random points that were from different conversations. Thus, measurements, although extracted at the level of individual turn, were not taken of adjacent turns, and therefore would be classified as global entrainment. Second, as mentioned, one key difference between local and global entrainment is that global entrainment accounts for any potential lag between the speech behaviors of one interlocutor and similar behaviors in their conversation partner. While all measures of global entrainment account for lag indirectly, it is also possible to consider lag more directly. For example, using various forms of time series analysis, researchers have investigated the amount of lag that yields that highest degree of entrainment between conversation partners (e.g., Kousidis et al., 2009; Pardo et al., 2010; Street 1984). Further investigation into how to optimally measure lag within measures of global entrainment is needed.

### 2.3. Entrainment dynamicity

The final classification factor in the proposed framework relates to dynamicity of entrainment. As mentioned earlier, past work has often used the term convergence to describe a distinct class of entrainment, contrasting it with measures of proximity and/or synchrony (e.g., Edlund et al., 2009; Levitan & Hirschberg, 2011). In this prior work, convergence was defined as “an increase in proximity over time” (Levitan & Hirschberg, 2011, p. 3801) However, given the definition presented by Levitan and Hirschberg, we see convergence as a specific subtype of proximity. Additionally, we note that there are studies in the present literature which also investigate changes in synchrony over time, something that was not taken into consideration in Levitan’s original framework. Therefore, we propose that within class (i.e., proximity or synchrony) and within level (i.e., global or local), entrainment should be classified as dynamic or static.

Static entrainment is operationally defined here as similarity without the statistical consideration of changes across time. A static model may indicate that two interlocutors employed proximate and/or synchronous speech rates with one another. However, the output would not reveal anything about whether proximity or synchrony changed in magnitude (i.e., increased or decreased) over the course of the conversation. Such static models of entrainment are very common in current literature (e.g., Cohen Priva et al., 2017; Ostrand & Chodroff, 2021; Schweitzer, Lewandowski, & Duran, 2017).

Dynamic entrainment is operationally defined here as a change in similarity across time. Dynamic entrainment may be a change in the similarity of speech features (i.e., dynamic proximity). For example, again, employing the example of speech rate, one interlocutor may begin the conversation with a faster speech rate, while their conversational partner begins with a slower rate. During the conversation, the faster interlocutor may slow down while the slower interlocutor speeds up, both converging on a mid-way speech rate by the end of the conversation. In contrast, dynamic entrainment may be a change in the similarity of movement of speech features over time (i.e., dynamic synchrony). For example, the movement patterns of two interlocutors may be dissimilar from one another at the beginning of a conversation (e.g., one may increase their speech rate while the other decreases their rate). However, over the course of the conversation, they may begin to align their speech movements with one another (e.g., as one increases their speech rate, the other increases their rate as well). There are several ways in which past research of dynamic entrainment has accounted for change in behavior across time. Some researchers have divided conversations into two or more sections and compared differences in entrainment between these sections (e.g., Lehnert-LeHouillier, Terrazas, & Sandoval, 2020; Abel & Babel, 2017; Gordon et al., 2015). For example, De Looze and colleagues (2014) examined dynamic synchrony by using t-tests to compare the correlation coefficients between interlocutors’ speech feature values in the first and the second half of the conversation. Other studies include time as a variable, examining its relationship with entrainment using correlations (e.g., Levitan et al., 2015; Xia et al., 2014) or statistical interactions (e.g., Schweitzer & Lewandowski, 2013; Lewandowski & Jilka, 2019; Borrie et al., 2020b). For instance, Weise and colleagues (2019) examined dynamic proximity by analyzing the correlation between proximity scores (i.e., absolute difference between two interlocutors’ feature values) and time (i.e., number of turn exchanges), to determine if the degree of entrainment was predicted by the amount of time in the conversation that had transpired.

As with the other entrainment factors, there are some important considerations regarding dynamicity. First, as mentioned previously, both proximity and synchrony can be dynamic. Proximity deals specifically with changes in the speech features over time. Contrastingly synchrony deals specifically with changes in the degree to which interlocutors are parallel with one another throughout the conversation. An example of this can be viewed in Fig. 3. Next, although a measure of change in similarity over time is required for entrainment to be classified as dynamic, the direction of that change may vary—changes in similarity may be convergent (i.e., similarity increases over time) or divergent (i.e., similarity decreases over time). Second, dynamic entrainment models, according to our given definition, require not only a consideration of time but a consideration in change in similarity over time. There are several instances where time has been included within a statistical analysis, but this consideration does not deal with the specific ways that entrainment changes over the course of the conversation. For example, as mentioned previously, some studies have used time series analysis, examining the effects of an interlocutor’s speech values across past time points on the acoustic values of their conversational partner (e.g., Kousidis et al., 2009; Pardo et al., 2010; Street 1984). However, as these analyses did not investigate how entrainment changed across the course of the conversation, it would not be considered a dynamic model. Finally, while the majority of literature examines the concept of dynamicity on a linear timescale, a few studies have utilized nonlinear methods (e.g., Bonin et al., 2013; Vaughan, 2011). That is, entrainment may not steadily increase across an entire conversation, but rather...
may increase within some portions and decrease within others, depending on a variety of factors. Further research examining nonlinear methods to capture entrainment dynamicity is warranted.

3. Practical application of the framework

Given these three dichotomous factors, the proposed expanded framework consists of eight different types of entrainment, as depicted in Fig. 1. To support understanding, we provide a schematic depicting conversations exhibiting each of the eight types of entrainment in Fig. 3. Our review of the literature provides evidence that all of these types have been used to capture entrainment (see also Table 1). The use of the current framework provides several benefits. First, the organization of this framework is comprehensive, making it suitable for researchers employing a wide variety of measurement approaches. Additionally, the use of clear and all-encompassing definitions, in-depth explanations, and examples drawn from current literature ensures that this framework is easily accessible. Finally, while we have focused on research involving naturalistic dyadic conversations, this classification system can also be extended to more controlled studies of entrained behavior.

Going forward, explicit documentation of the specific type/s of entrainment being studied, using terminology described herein, will allow for increased understanding on the nature of the investigation as well as more informative and comprehensive comparisons across studies. To highlight the framework’s utility, we provide an example of one area where its adoption may be particularly relevant. While a relatively new area of investigation, recent research has shown that challenges in entrainment persist in a number of clinical populations characterized by disruptions in speech production and perception including autism (Wynn et al., 2018), dysarthria (Borrie et al., 2020a), hearing impairment (Freeman & Pisoni, 2017), and traumatic brain injury (TBI; Gordon et al., 2015). Currently, studies in this area often offer a general umbrella term (e.g., entrainment), without acknowledging or differentiating different entrainment types. Without careful consideration, one might assume that all of these studies investigated the same type of behavior; however, using the proposed classifica-
## Table 1
Examples of existing literature with entrainment classified according to the expanded classification framework.

<table>
<thead>
<tr>
<th>Entrainment Type</th>
<th>Broad Description</th>
<th>Example Studies</th>
<th>Specific Measure Description of cited example studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Static Global Proximity</strong></td>
<td>Models focused on similarity of speech features [i.e., proximity] across timepoints that are greater than adjacent turns [i.e., global] without the consideration of change across time [i.e., static]</td>
<td>Borrie et al. (2019), Borrie et al. (2020a), Duran and Fusaroli (2017), Fusaroli and Tylén (2016)</td>
<td>CRQA: a non-linear technique that quantifies frequency and length of similarity of features between interlocutors across each possible timepoint (and each possible lag) of the conversation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aguilar et al. (2016), Pardo et al. (2018)</td>
<td>AXB paradigm in which perceptual evaluations are made regarding how often features of one interlocutor (X) are more similar to the features of their conversation partner during a conversation (A) vs. outside the conversation (B)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cohen Priva et al. (2017), Cohen Priva and Sanker (2018), Cohen Priva and Sanker (2019)</td>
<td>Linear combination analysis in which an interlocutor's mean feature values are compared to their partner's baseline and their own baseline speech features</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Leivitan and Hirschberg (2011), Leivitan et al. (2012)</td>
<td>t-tests comparing differences between mean feature values of conversation partners and non-partners</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reichel et al. (2018)</td>
<td>Linear mixed models comparing the absolute difference between feature values of randomly drawn (i.e., non-adjacent) turns of interlocutors in real vs. sham conversations</td>
</tr>
<tr>
<td><strong>Static Local Proximity</strong></td>
<td>Models focused on similarity of speech features [i.e., proximity] across timepoints that are equal to or smaller than adjacent turns [i.e., local] without the consideration of change across time [i.e., static]</td>
<td>Borrie et al. (2015), Leivitan and Hirschberg (2011), Leivitan et al. (2015), Lubold and Pon-Barry (2014)</td>
<td>t-test comparing differences between feature values of interlocutors on adjacent vs. non-adjacent turns (i.e., if local proximity occurs, adjacent turns should show lower absolute difference scores than non-adjacent turns)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Willi et al. (2018)</td>
<td>Linear discriminant analysis in which the absolute difference between interlocutor's features values on adjacent turns are compared in real vs. sham conversations using predictive modeling techniques</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reichel et al. (2018)</td>
<td>Linear mixed models comparing the absolute difference between feature values of interlocutors in adjacent vs. non-adjacent turns (i.e., if local proximity is present, adjacent turns should show lower absolute difference scores than non-adjacent turns)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pardo et al. (2010)</td>
<td>AXB paradigm in which perceptual evaluations are made regarding how often features of one interlocutor (X) are more similar to the features of their conversation partner on adjacent turns (A) vs. outside the conversation (B)</td>
</tr>
<tr>
<td><strong>Dynamic Global Proximity</strong></td>
<td>Models focused on the change [i.e., static] in similarity of speech features [i.e., proximity] across timepoints that are greater than adjacent turns [i.e., global]</td>
<td>Abel and Babel (2017)</td>
<td>Comparison of perceptual ratings of similarity between features of utterances of interlocutors in early vs. late portions of the conversation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Leivitan and Hirschberg (2011)</td>
<td>t-test comparing the difference between mean feature values of interlocutors during the first vs. the second half of the conversation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Michalsky and Schoormann (2017)</td>
<td>Linear mixed models comparing the difference between mean feature values of interlocutors in the first third vs. the last third of the conversation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pardo et al. (2006)</td>
<td>AXB paradigm in which perceptual evaluations are made regarding how often features of one interlocutor (X) are more similar to the features of their conversation partner on adjacent turns (A) vs. outside the conversation (B). ANOVA is used to compare the difference in results of utterances produced early in the conversation vs. late in the conversation</td>
</tr>
<tr>
<td><strong>Dynamic Local Proximity</strong></td>
<td>Models focused on the change [i.e., static] in similarity of speech features [i.e., proximity] across timepoints that are equal to or smaller than adjacent turns [i.e., local]</td>
<td>Leivitan and Hirschberg (2011), Leivitan et al. (2015), Lubold and Pon-Barry (2014), Weise et al. (2019), Xia et al. (2014), Michalsky et al. (2016), Michalsky and Schoormann (2017), Schweitzer et al. (2017)</td>
<td>Correlation between the absolute difference between time and feature values on adjacent IPUs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ko et al. (2016)</td>
<td>Linear mixed models in which the absolute difference between feature values of interlocutors on adjacent turns are predicted by time</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>t-tests comparing absolute differences between feature values of interlocutors in their first vs. last turns of conversation</td>
</tr>
<tr>
<td><strong>Static Global Synchrony</strong></td>
<td>Models focused on similarity of movement of speech [i.e., synchrony] across timepoints that are greater than adjacent turns [i.e., global] without the consideration of change across time [i.e., static]</td>
<td>Abney et al. (2014), Kousidis et al. (2009), Pardo et al. (2010), Pérez et al. (2016)</td>
<td>Time-series cross-correlation between features values of each interlocutor across various segments of the conversation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ko et al. (2016), Ochi et al. (2019)</td>
<td>Correlation between feature values of interlocutors across segments of the conversation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reichel et al. (2018)</td>
<td>Linear mixed models comparing the absolute difference between the distance between mean feature values and feature values of randomly drawn (i.e., non-adjacent) turns of interlocutors in real and sham conversations</td>
</tr>
<tr>
<td>Table 1 (continued)</td>
<td>Example Studies</td>
<td>Model Type</td>
<td>Broad Description</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------</td>
<td>------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Static Synchrony</td>
<td>Borrie et al. (2020b), Lubold and Pon-Barry (2014), Hirschberg (2011), Weise et al. (2019), Xia et al. (2014)</td>
<td>Linear mixed model in which an interlocutors’ feature values are predicted by the feature values of their conversation partner in the previous turn (i.e., adjacent turns)</td>
<td>Models focused on similarity of movement of speech [i.e., synchrony] across timepoints that are equal to or smaller than adjacent turns [i.e., static synchrony]</td>
</tr>
<tr>
<td>Dynamic Synchrony</td>
<td>Borrie et al. (2020b), Lubold and Pon-Barry (2014), Hirschberg (2011), Weise et al. (2019), Xia et al. (2014)</td>
<td>Linear mixed model in which an interlocutors’ feature values are predicted by the feature values of their conversation partner in the previous turn (i.e., adjacent turns)</td>
<td>Models focused on similarity of movement of speech [i.e., synchrony] across timepoints that are equal to or smaller than adjacent turns [i.e., static synchrony]</td>
</tr>
</tbody>
</table>

Note: TAMA = time aligned moving averages.

As we continue to advance research in the area of entrainment, progress will be most optimal when efforts are unified and collaborative. The goal of the expanded framework described herein is to facilitate this, offering a uniform language and consistent organization system to study entrainment. With use, this framework will enable us to collectively understand the complexities of this phenomenon.

4. Limitations

It is important to note a few limitations of this work. First, while the expanded framework can be used to comprehensively categorize entrainment of speech behaviors, it is less useful when considering other types of entrainment, such as entrainment of linguistic or kinesthetic behaviors. This is particularly true of the classification category of entrainment class (i.e., proximity and synchrony). For example, linguistic entrainment cannot be categorized as being synchronous as linguistic patterns do not reflect the same type of continuous movement exhibited in speech (e.g., an interlocuter either uses the same lexical item or not). Next, this framework offers important factors which should be considered when comparing entrainment across different studies. However, it does not (and indeed cannot) represent an exhaustive list of all such factors. Other components of the methodology, such as the dimension(s) of speech being examined and the context of the conversation should also be considered (for examples of other considerations, see Rasenberg et al., 2020; Fusaro et al., 2013). Finally, in our review of the literature, we provide examples of different methodologies that are currently being used in entrainment research. However, we note that this review does not provide a detailed description of all such methodologies nor does it serve as an exhaustive list of every methodology employed.

5. Conclusion
build a more cohesive and informative body of literature, advancing our understanding of conversational entrainment.
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